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Abstract 

Increasing urban wastewater and rigorous discharge regulations pose significant challenges 

for wastewater treatment plants (WWTP) to meet regulatory compliance while minimizing 

operational costs. This study explores the application of several machine learning (ML) models 

specifically, Artificial Neural Networks (ANN), Gradient Boosting Machines (GBM), Random 

Forests (RF), eXtreme Gradient Boosting (XGBoost), and hybrid RF-GBM models in predicting 

important WWTP variables such as Biochemical Oxygen Demand (BOD), Total Suspended 

Solids (TSS), Ammonia (NH₃), and Phosphorus (P). Several feature selection (FS) methods were 

employed to identify the most influential WWTP variables. To enhance ML models’ 

interpretability and to understand the impact of variables on prediction, two widely used 

explainable artificial intelligence (XAI) methods-Local Interpretable Model-Agnostic 

Explanations (LIME) and SHapley Additive exPlanations (SHAP) were investigated in the study. 

Results derived from FS and XAI methods were compared to explore their reliability. The ML 

model performance results revealed that ANN, GBM, XGBoost, and RF-GBM have great 
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potential for variable prediction with low error rates and strong correlation coefficients such 

as R2 value of 1 on the training set and 0.98 on the test set. The study also revealed that XAI 

methods identify common influential variables in each model’s prediction. This is a novel 

attempt to get an overview of both LIME and SHAP explanations on ML models for a WWTP 

variable prediction. 
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1. Introduction 

Wastewater treatment plants (WWTPs) play an essential role in safeguarding the aquatic 

environment by processing municipal and industrial sewage. Increasing amount of urban 

wastewater and demands for clean water present substantial challenges to WWTP operators in 

meeting regulatory effluent standards and reducing operating costs [1-4]. Moreover, the complexity 

of the treatment process demands a high level of precision to achieve the desired standard limits of 

various variables. To enhance effluent quality and comply with regulatory standards at WWTP while 

minimizing operation and maintenance cost, the implementation of advanced technologies is 

crucial. There is a potential for WWTPs to improve decision-making process and to optimize 

resource allocation by utilizing machine learning (ML), a subfield of artificial intelligence (AI) that 

can ultimately assist in achieving sustainable treatment system. The application of ML in predicting 

WWTP variables has been effective [4-18]. ML models were also used to regulate WWTP operation 

that resulted in notable amount of energy savings [19]. According to studies [20, 21], ML can process 

substantial datasets with impressive precision. 

As WWTPs are complex and comprise several concurrent nonlinear mechanisms, researchers 

investigated a wide range of variables, such as water quality, water quantity, and meteorological 

data, in predicting WWTP variables using various ML models [14]. Biochemical Oxygen Demand 

(BOD) and Total Suspended Solids (TSS) are among the most influential variables in a WWTP. They 

were commonly investigated together because they share many similarities, including their 

hardness to measure, lack of information that may be obtained, the potential for complex model 

nonlinearity, and importance in prediction models [10]. Other common pollutants in wastewater 

are ammonia (NH3) and phosphorus (P), both need to be reduced to the required level before being 

released into the environment [22]. A thorough understanding of influent and effluent nutrient 

characteristics is essential for the optimization of treatment operations [23, 24]. Therefore, accurate 

influent and effluent variable (BOD, NH3, P, and TSS) prediction through ML can facilitate efficient 

adjustment of operational parameters such as aeration rates or chemical dosages to effectively 

meet effluent quality standards. 

ML-based approaches are specifically being employed for the monitoring and design of complex 

non-linear issues at WWTPs [25]. Traditional methods of variable measurements in WWTP involve 

time-consuming laboratory analysis. Advancements in sensor technologies and online monitoring 

systems have introduced real-time and alternative approaches. The difficulty of measuring BOD 



Adv Environ Eng Res 2024; 5(4), doi:10.21926/aeer.2404020 
 

Page 3/19 

online and the length of time required for laboratory measurements highlight the significance of 

developing predictive models that can eliminate the requirement for measurements performed by 

humans. ML methods can rely on the connection created between the input and output datasets 

by extracting correlations between variables from historical data. Previous studies on various ML 

models to predict WWTP variables have a large variability in results, with R2 for BOD ranging from 

0.48 to 0.99, TSS ranging from 0.63 to 0.98, (NH₃) ranging from 0.32-0.84, and P ranging from 0.28-

0.93 [2, 6, 13, 16, 26-34]. Moreover, relying solely on ML models without an understanding of the 

contexts of the predictions is not ideal. Recent trend towards the practice of ML models in variable 

prediction requires explainability in addition to prediction accuracy. This is especially important in 

WWTPs where operators need to understand the reasons behind model predictions to increase 

their confidence in real-world application. Questions on rationale behind ML predictions, the basis 

for trust in these predictions, and methods for error correction are some of the concerns especially 

relevant in WWTP, where the reliability of ML practices is critical. While many studies have focused 

on predicting variables in WWTP using ML, research on implementing explainable artificial 

intelligence (XAI) is still developing. Some recent studies integrated XAI to interpret ML output [14, 

35, 36]. However, investigation of XAI methods with various ML models is lacking. Therefore, it is a 

novel attempt to investigate multiple XAI approaches to enhance the interpretability of ML models 

applications in WWTP. 

This study applied XAI methods to improve the interpretability of ML models in predicting 

influential variables of a WWTP. Various feature selections and XAI methods were employed to 

identify the importance of input variables in ML models performance. We collected a broad range 

of WWTP variables, encompassing water quality, water quantity, and electrical data. Several 

standalone ML models i.e. artificial neural network (ANN), gradient boosting machine (GBM), 

random forest (RF), eXtreme gradient boosting (XGBoost), and hybrid model RF-GBM performance 

were tested and compared with historical datasets in predicting influent and effluent BOD, NH3, P, 

and TSS. This study provides a better understanding of ML model performance in predicting WWTP 

variables with the help of XAI, which aids in making informed decisions to optimize treatment plant 

performance. 

2. Materials and Methods 

2.1 Data Collection 

The data were collected from a WWTP in Milwaukee, Wisconsin, USA that treats wastewater 

from industrial, municipal, and domestic sources. Water quality, water quantity, and electrical data 

(daily and hourly) were collected from 1st January 2019 to 31st December 2023. After data processing, 

the following variables were considered in the study: Influent BOD (BODᵢ), Effluent BOD (BODₑ), 

Influent Flow (Flowᵢ), Effluent Flow (Flowₑ), Influent Ammonia (NH₃)ᵢ, Effluent Ammonia (NH₃)ₑ, 

Influent TSS (TSSᵢ), Effluent TSS (TSSₑ), Influent Phosphorus (Pᵢ), Effluent Phosphorus (Pₑ), TSSₑ 

Removed, BODₑ Removed, Primary Sludge, Iron Dose, Detention Time, Aeration (Aer) Basin Temp, 

DO Set Pt, Sludge Volume Index (SVI), Mean Cell Residence Time (MCRT), Waste Activated Sludge 

(WAS), WAS Flow, pHₑ, Tempₑ, Total Residual Chlorine (TRC), Gravity Belt Thickening (GBT) Polymer 

Used, Fecal Coliforms, E.coli, Total Electricity (Elec) Generated, and Total Blower Elec Used. Time 

series of variables can be found in Figure 1. A list of abbreviations is shown in Table S1 of additional 

materials.  
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Figure 1 Time series of variables (top left: Flow; top right: (NH₃); middle left: BOD; middle 

right: TSS; bottom left: P; bottom right: BOD and TSS removed (%)). 

2.2 Data Pre-Processing 

Typically, sensor-collected data contain anomalies related to the recording process. During 

examination of the dataset for missing or inaccurate data, several anomalies were identified 

through human observation and subsequently replaced with average values. Additionally, any 

missing values in the dataset were filled in using the average value of the respective variable. We 

converted hourly variables to daily variables. The variables Flowᵢ and Flowₑ exhibited a high 

correlation (0.9). To minimize multicollinearity, only Flowᵢ was included in the study. Consequently, 

28 out of the 29 collected variables consisting of 51128 data entries were considered for the analysis. 

Statistical properties of data are presented in Table 1. When eliminating redundant or irrelevant 

features that do not significantly affect the prediction, lowers noise, and enhances model 

performance [28], it is crucial to consider the context in which the model is used. Variables such as 

DO set points controlled by blowers may have a more indirect impact on the prediction accuracy, 

as they influence the performance of the overall treatment process rather than directly correlating 

with target variables. Moreover, we did not identify or remove outliers in the dataset to understand 

the whole picture of the analysis as suggested by other studies [37]. Therefore, in the study, we 

considered the full dataset of WWTP that includes the most common input variables found in 

relevant papers to run the ML models [38]. 
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Table 1 Data set statistical properties. 

Variables Units Min Max Mean Std 

Flowᵢ (MGD) 29.58 290.95 89.18 39.32 

(NH₃)ᵢ (mg/L) 2.90 49.00 22.36 7.73 

(NH₃)ₑ (mg/L) 0.02 18.00 0.95 1.56 

BODᵢ (mg/L) 40.00 1200.00 331.86 155.69 

BODₑ (mg/L) 2.00 80.00 12.96 6.69 

TSSᵢ (mg/L) 46.00 1200.00 252.72 104.33 

TSSₑ (mg/L) 1.90 110.00 9.23 6.21 

Pᵢ (mg/L) 0.67 18.00 6.92 2.59 

Pₑ (mg/L) 0.09 5.40 0.47 0.32 

TSS Removed (%) 45.83 99.21 95.70 3.87 

BOD Removed (%) 28.00 99.14 95.16 4.36 

Primary sludge (TPD) 1.04 192.20 54.25 20.69 

Iron Dose (mg/L) 0.00 29.81 11.06 4.65 

Detention Time (min) 25.07 265.87 94.62 34.67 

Aer Basin Temp (F) 45.30 83.50 59.61 5.67 

DO Set Pt (mg/L) 3.00 5.00 3.63 0.36 

SVI (mL/g) 39.25 332.50 114.12 39.58 

MCRT (Days) 4.05 28.14 10.27 2.59 

WAS (TPD) 0.00 77.04 37.79 13.13 

WAS Flow (MGD) 0.00 2.88 1.61 0.45 

pHₑ - 6.75 7.71 7.17 0.09 

Tempₑ (F) 48.33 228.27 158.57 83.24 

TRC (mg/L) 0.00 0.04 0.01 0.01 

GBT Polymer Used (lbs/day) 0.00 86402.40 5107.26 5687.10 

Fecal Coliforms (CFU/100ml) 2.00 30000.00 306.74 1818.53 

E coli. (MPN/100ml) 1.00 24000.00 1017.97 8734.47 

Total Elec Generated (MW) 0.00 5.09 3.34 0.82 

Total Blower Elec Used (KW) 1371.38 3406.56 2859.10 331.63 

2.3 Feature Selection 

Several feature selection (FS) methods were employed to identify the most significant variables 

for predicting target variables, including analysis of variance (ANOVA), least absolute shrinkage and 

selection operator (LASSO), mutual information (MI), random forest (RF), and Pearson correlation 

(PC) [14, 22]. ANOVA F-values are non-negative and can theoretically range from 0 to infinity. LASSO 

scores can be negative or positive, whereas PC scores range from -1 to 1. The MI scores range from 

0, indicating no shared information, to positive values. RF generates a feature importance score 

from 0 to 1, where 0 means the feature was not used in the prediction, and 1 means the feature 

perfectly predicted the output. Traditional FS methods were chosen to compare their derived 

results with XAI method outputs. 
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2.4 SHapley Additive exPlanations 

SHapley Additive exPlanations (SHAP) analysis is a recently developed XAI method based on 

game theory that interprets the behavior of ML models [14, 38-40]. It explains the models’ 

predictions by showcasing the relative influence of input variables on model performance [35]. 

Using Shapley values from game theory, each feature is attributed values, as described by [41-43] 

as follows: 

ɸ𝑖 = ∑
|𝑠|! (𝑛 − |𝑠| − 1)!

𝑛!
[𝑓𝑥(𝑠𝑈{𝑖}) − 𝑓𝑥(𝑠)]

 

𝑆⊆𝑁\{𝑖}

(1) 

Where ɸi is the SHAP value of ith input feature, n is the number of all input features, s is the 

subset of feature subsets, |s| is the feature subsets element number, fx(sU{i}) is trained with that 

feature present, and fx(s) is trained with feature withheld. 

SHAP values at higher positions signify a greater importance of input variables on the models’ 

performance. A positive weight indicates that increasing the feature’s value typically boosts the 

models’ prediction, whereas a negative weight implies that increasing the feature’s value tends to 

reduce the model’s prediction. SHAP summary plots are being used in WWTP to interpret models’ 

output [14]. In this study, we chose the commonly used function, SHAP summary plot, to investigate 

how the top features in a dataset impact the models’ output. 

2.5 Local Interpretable Model-Agnostic Explanation 

Local Interpretable Model-Agnostic Explanation (LIME) is an XAI tool that interprets black-box 

ML models by using a local, interpretable model to clarify each prediction [36]. LIME is obtained by 

following equation: 

𝜉(𝑥) = ℒ(𝑓, 𝑔, 𝜋𝑥) + Ω(𝑔)
𝑔∈𝐺

argmin (2) 

Where, 𝓛 indicates fidelity function, G indicates explanation families, and Ω indicates complexity 

measure. The explanation model for instance x is the model g, πx indicates proximity measure and 

f indicates original model. 

LIME identifies the top features contributing most to the model's predictions, associating each 

feature with a weight that indicates its impact on the prediction. Features with positive weights 

have a positive effect on the prediction, while those with negative weights have a negative effect. 

The magnitude of the weight reflects the strength of the feature's influence on the prediction. 

Features are ranked by their importance, with the most influential ones listed first. A detailed 

explanation of LIME is provided by [44]. 

2.6 ML Models 

To predict BODᵢ, BODₑ, (NH₃)ᵢ, (NH₃)ₑ, Pᵢ, Pₑ, TSSᵢ, and TSSₑ, several ML models, i.e., ANN, GBM, 

RF, RF-GBM, and XGBoost were applied. These models were chosen because of their widespread 

application in water quality variable prediction. ANN consists of layered networks of interconnected 

nodes, with multiple hidden layers that allow the identification of intricate relationships and 
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patterns in the data [45, 46]. However, it requires substantial data and careful hyperparameter 

tuning. In this study, we explored different configurations of hidden layers, activation functions, and 

optimization strategies to train ANN model. A boosting approach called GBM combines several weak 

prediction models, typically decision trees, to produce a powerful predictive model [47]. To fix the 

errors created by the previous trees, GBM iteratively adds new models. In this research, we used 

different values for learning rate, number of trees, tree depth, min sample leaf, and minimum 

sample split to identify the best combination that optimize model performance on the training data. 

An ensemble learning technique called RF uses several decision trees to produce predictions [48-

52]. In this study, we used various values for number of trees, tree depth, min sample leaf, and 

minimum sample split to identify the best combination that optimizes model performance on the 

training data. RF-GBM combines the principles of RF and GBM. This hybrid model combines the 

advantages of RF and GBM to improve prediction performance. A newly developed version of the 

gradient boosting decision tree algorithm called XGBoost has the potential to reduce overfitting and 

increase robustness [38]. In XGBoost, several hyperparameters were also tuned to find that optimal 

configuration. In all ML models’, the GridSearchCV is employed to identify the best combination of 

hyperparameters by testing multiple combinations using cross-validation. 

2.7 Model Training and Evaluation 

The dataset was divided into training and testing sets to ensure that the models were trained on 

a representative subset and evaluated on unseen data, providing a reliable measure of their 

generalization capability [53]. Two commonly recommended splits of training and test set ratios 

(90:10 and 80:20) were used as suggested by other relevant studies [14, 37, 52]. The testing set acts 

as an independent dataset to assess the performance of the models, while the training set was 

utilized to train multiple ML models. Validation is a crucial step of the model development process 

to ensure that the developed model is accurate enough for the intended use [54-56]. For validation 

purposes, splitting the data guarantees that the models are trained on a representative subset of 

the data and evaluated on unseen data, giving a trustworthy assessment of their generalization 

ability [53]. A 5-fold cross-validation was implemented to confirm the model's accuracy for its 

intended application by dividing the dataset into five equal parts [57]. In each iteration, a different 

fold was used as the test set, while the remaining folds constituted the training set. The model's 

performance is dependent on the hyperparameters used during training. To identify the best 

hyperparameter configuration, a grid search method was employed to find the optimal set that 

delivered the best performance. 

To evaluate the regression model’s performance, several model metrics can be used depending 

on the specific tasks, data characteristics, and circumstances [58-60]. In this regression study, three 

widely used assessment metrics-R-squared (R2), Root Mean Squared Error (RMSE) and Mean 

Absolute Error (MAE)-were used to evaluate the performances of the ML models. MAE measures 

the average magnitude of the errors between predicted and actual values (eq 3). R2 quantifies the 

percentage of variance that is explained by the models (eq 4), whereas RMSE denotes the average 

size of the residuals (eq 5). These metrics reveal information about the produced ML models’ 

precision, goodness-of-fit, and accuracy. Higher values of R2 and lower values of the error measures 

indicate better prediction performance and accuracy [61]. 
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𝑀𝐴𝐸 =
∑ |𝑦̂𝑖 − 𝑦𝑖|

𝑛
𝑖=1

𝑛
(3) 

𝑅2 = 1 − √
∑ (𝑦̂𝑖 − 𝑦𝑖)2𝑛

𝑖=1

∑ (𝑦̂𝑖 − 𝑦̅)2𝑛
𝑖=1

(4) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦̂𝑖 − 𝑦𝑖)2

𝑛

𝑖=1
(5) 

3. Results 

3.1 ML Model Performance 

The performance of ML models, including ANN, GBM, RF, XGBoost, and a hybrid RF-GBM, was 

evaluated using 90:10 and 80:20 train-test splits. The comparison between training and test 

performance helps to evaluate the models’ generalization ability. An exceptionally high training 

performance relative to the test performance could be a sign of overfitting. Table 2 shows the model 

performance metrics for BOD prediction. The performance metrics for all target variables for 90:10 

and 80:20 train-test splits are shown in Table S2 of additional materials.  

Table 2 Model performance metrices for 90:10 and 80:20 train-test splits. 

   (90:10)   (80:20)   

Target Variable Model Set MAE R² RMSE MAE R² RMSE 

BODᵢ  ANN Training 7.47 0.99 11.25 5.70 1.00 8.61 
  Test 13.58 0.93 39.10 12.21 0.97 25.73 
 GBM Training 4.64 1.00 6.16 4.40 1.00 5.84 
  Test 15.99 0.97 23.28 15.46 0.98 23.77 
 RF Training 13.22 0.98 20.74 14.18 0.98 21.54 
  Test 32.20 0.89 48.95 38.83 0.86 57.84 
 XGBoost Training 4.84 1.00 6.37 4.24 1.00 5.47 
  Test 14.43 0.98 22.52 15.40 0.98 23.01 
 RF-GBM Training 6.10 1.00 7.69 2.87 1.00 3.71 
  Test 14.21 0.98 19.91 15.88 0.98 24.22 

BODₑ ANN Training 0.09 1.00 0.14 0.09 1.00 0.14 
  Test 0.60 0.96 1.25 0.60 0.96 1.25 
 GBM Training 0.28 1.00 0.37 0.27 1.00 0.37 
  Test 0.72 0.95 1.35 0.68 0.94 1.35 
 RF Training 0.45 0.99 0.77 0.48 0.99 0.79 
  Test 1.27 0.86 2.36 1.18 0.86 2.07 
 XGBoost Training 0.33 1.00 0.45 0.29 1.00 0.39 
  Test 0.74 0.95 1.36 0.69 0.94 1.36 
 RF-GBM Training 0.21 1.00 0.28 0.30 1.00 0.38 
  Test 0.68 0.96 1.32 0.69 0.95 1.28 
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3.1.1 Train-Test Split (90:10) 

ANN model showed good performance for BODᵢ on the training set but higher errors on the test 

set. The GBM model exhibited excellent training and test performance. The RF model demonstrated 

good training performance but had higher test set errors (MAE of 35.51, R² of 0.88, RMSE of 51.07). 

XGBoost and RF-GBM showed good training and test performance. ANN model achieved nearly 

perfect results for BODₑ on the training set (MAE of 0.09, R² of 1.00, and RMSE of 0.14) and 

maintained strong performance on the test set (MAE of 0.60, R² of 0.96, and RMSE of 1.25). The 

GBM model had slight errors on the test set compared to ANN. The RF model showed higher errors 

on the test set compared to other models. XGBoost and RF-GBM maintained good performance on 

the test set. 

ANN model had reasonable training performance for (NH₃)ᵢ but higher test set errors (MAE of 

10.22, R² of 0.82, and RMSE of 3.20). The GBM model showed excellent training performance and 

moderate test set errors (MAE of 7.52, R² of 0.87, and RMSE of 2.74). The RF model had higher test 

set errors compared to GBM. XGBoost and RF-GBM had lower test set errors compared to other 

models. For (NH₃)ₑ, the ANN model had good training performance but poor test set performance 

(MAE of 0.53, R² of 0.33, and RMSE of 1.06). The GBM model showed better set results (MAE of 0.48, 

R² of 0.60, and RMSE of 0.82). The RF, XGBoost and RF-GBM showed similar results as GBM. 

For Pᵢ, the ANN model had good training results (MAE of 0.45, R² of 0.94, and RMSE of 0.62) and 

moderate test set errors (MAE of 0.64, R² of 0.84, and RMSE of 0.50). The GBM model maintained 

good performance on both sets (test MAE of 0.57, R² of 0.86, and RMSE of 0.89). RF, XGBoost, and 

RF-GBM showed moderate test set performance. For Pₑ, the ANN model had reasonable training 

performance, but poor test set performance (test MAE of 0.14, R² of 0.42, and RMSE of 0.18). The 

GBM model had better test set results (MAE of 0.10, R² of 0.65, and RMSE of 0.14). The RF model 

had moderate performance with slightly higher test set errors (MAE of 0.11, R² of 0.61, and RMSE 

of 0.15). XGBoost, and RF-GBM showed good performance on both sets. 

For TSSᵢ, the ANN model showed good performance on both sets (test MAE of 5.75, R² of 0.99, 

and RMSE of 9.65). The GBM model had higher test set errors (MAE of 12.20, R² of 0.96, and RMSE 

of 20.43). The RF model showed significantly higher errors on the test set (MAE of 26.71, R² of 0.82, 

and RMSE of 41.55). For TSSₑ, the ANN model showed excellent training performance and strong 

test set results (test MAE of 0.52, R² of 0.95, and RMSE of 0.91). The GBM model had better test set 

results (MAE of 0.38, R² of 0.97, and RMSE of 0.70). The RF model showed moderate performance 

with higher test set errors (MAE of 0.60, R² of 0.90, and RMSE of 1.27). XGBoost and RF-GBM 

maintained good performance for both TSSᵢ and TSSₑ. 

3.1.2 Train-Test Split (80:20) 

For BODᵢ, ANN model performed well on the training set with an MAE of 5.70, R² of 1.00, and 

RMSE of 8.61, but exhibited higher errors on the test set with an MAE of 12.21, R² of 0.97, and RMSE 

of 25.73. The GBM model also showed higher errors on the test set. The RF model demonstrated 

good training performance but significantly higher errors on the test set (MAE of 38.46, R² of 0.86, 

and RMSE of 56.95). The XGBoost and RF-GBM models, similar to GBM, had excellent training 

performance but higher errors on test set results. For BODₑ, ANN model achieved almost perfect 

results on the training set (MAE of 0.09, R² of 1.00, and RMSE of 0.14) and maintained strong 

performance on the test set (MAE of 0.60, R² of 0.96, and RMSE of 1.25). The GBM model exhibited 
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slight errors on the test set (MAE of 0.68, R² of 0.94, and RMSE of 1.35). The RF model had higher 

errors on the test set compared to other models. The XGBoost and RF-GBM models maintained 

good performance on the test set. 

For (NH₃)ᵢ, ANN model had reasonable training performance but higher test set errors (MAE of 

2.30, R² of 0.81, and RMSE of 3.16). The GBM model showed excellent training performance and 

moderate test set errors (MAE of 1.99, R² of 0.85, and RMSE of 2.82). The RF model had moderate 

performance with higher test set errors (MAE of 2.09, R² of 0.84, and RMSE of 2.91). The XGBoost 

and RF-GBM models, similar to GBM, had lower test set errors. For (NH₃)ₑ, ANN model had good 

training performance (MAE of 0.11, R² of 0.99, and RMSE of 0.16) but poor test set performance 

(MAE of 0.46, R² of 0.35, and RMSE of 0.89). The GBM model had better test set results (MAE of 

0.47, R² of 0.45, and RMSE of 0.82). The RF, XGBoost, and RF-GBM models had good performance 

on the test set. 

For Pᵢ, ANN model had good training results (MAE of 0.45, R² of 0.95, and RMSE of 0.62) and 

moderate test set errors (MAE of 0.62, R² of 0.86, and RMSE of 0.89). The GBM model maintained 

good performance on both sets (test MAE of 0.57, R² of 0.87, and RMSE of 0.85). The RF, GBM, 

XGBoost, and RF-GBM models showed performance similar to GBM. For Pₑ, ANN model had 

reasonable training and test performance. The GBM model had better test set results (test MAE of 

0.11, R² of 0.55, and RMSE of 0.17). The RF, XGBoost and RF-GBM models had good performance 

on both sets. 

For TSSᵢ, ANN model had good performance on both sets. The GBM model had higher test set 

errors (MAE of 11.97, R² of 0.95, and RMSE of 20.17). The RF model had significantly higher errors 

on the test set (MAE of 23.06, R² of 0.85, and RMSE of 36.11). The XGBoost model maintained good 

performance (test MAE of 10.82, R² of 0.96, and RMSE of 18.31). The RF-GBM model showed 

balanced results with similar errors to GBM and XGBoost. For TSSₑ, ANN model had excellent 

training performance and strong test set results (MAE of 0.56, R² of 0.94, and RMSE of 0.96). The 

GBM model had better test set results (MAE of 0.33, R² of 0.97, and RMSE of 0.71). The RF model 

had moderate performance with higher test set errors (MAE of 0.54, R² of 0.91, and RMSE of 1.24). 

The XGBoost and RF-GBM models maintained good performance on both sets (MAE of 0.42, R² of 

0.96, and RMSE of 0.82). 

3.2 Feature Selection Methods 

Various FS methods were employed to identify the most significant variables impacting the 

concentrations of BODᵢ, BODₑ, (NH₃)ᵢ, (NH₃)ₑ, Pᵢ, Pₑ, TSSᵢ, and TSSₑ in WWTP. Table 3 shows common 

features shared by FS methods for various target variables. For BODᵢ, Pᵢ consistently emerges as the 

most influential variable across various methods. Other important variables include BOD Removed 

(%), TSSᵢ, and (NH₃)ᵢ, which are consistently identified in multiple methods. For BODₑ, TSSₑ is 

identified as the most significant variable across multiple methods, with BOD Removed (%) 

frequently highlighted as important. For (NH₃)ₑ, Flowᵢ is most significant across methods and BODₑ 

is constantly significant in all methods. For Pᵢ, BODᵢ and TSSᵢ, are the topmost and secondmost across 

all the FS methods. For Pₑ, TSSₑ and BODₑ are topmost and secondmost across all the methods. For 

TSSᵢ, Pᵢ is most significant in multiple methods and BODᵢ is consistently identified in all methods. For 

TSSₑ, BOD and TSS Removed (%) are most significant in all methods. The consistency across different 

FS methods strengthens the reliability of these findings providing a robust basis for further research 
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and practical applications. The top five strongly correlated variables related to target variables 

based on five FS methods are shown in Figure S1 of additional materials. 

Table 3 Common features selected by FS methods. 

No. of features Name of features Target variable 

1 Pᵢ BODᵢ 

3 BOD Removed (%), Pₑ, (NH₃)ₑ BODₑ 

3 Detention Time, Flowᵢ, Pᵢ (NH₃)ᵢ 

2 BODₑ, Pₑ (NH₃)ₑ 

3 BODᵢ, TSSᵢ, (NH₃)ᵢ Pᵢ 

2 BODₑ, TSSₑ Pₑ 

2 BODᵢ, Pᵢ TSSᵢ 

3 BOD Removed (%), TSS Removed (%) TSSₑ 

3.3 XAI 

The results of the LIME and SHAP analyses for various target variables revealed the order of 

feature influence and their effects on ML models. Figure 2 shows one of the LIME plots. Figure 2(i) 

and Figure 2(ii) show the variables and their contributions (blue as negative, orange as positive) to 

BODᵢ and BODₑ respectively for RF-GBM model for 50th instance. Predicted values of 50th instance 

for BODᵢ and BODₑ are 305.95 mg/L and 15.29 mg/L respectively. According to the figure, BODₑ and 

TSSₑ show strongest positive effect on BODᵢ and BODₑ prediction respectively. Figure 3 shows one 

of the SHAP summary plots. Figure 3(i) and Figure 3(ii) show the variables and their contributions to 

BODᵢ and BODₑ respectively for RF-GBM model. The figure shows that higher values of TSSᵢ (red dots) 

tend to contribute positively to the BODᵢ prediction. In comparison, the lower values (blue dots) 

have negative contributions. While BODₑ and (NH₃)ₑ have highest importance on BODᵢ and BODₑ 

prediction respectively, SHAP summary plots also show it is indecisive for multiple variable 

regarding direction of prediction. 

 

Figure 2 LIME explanation for RF-GBM model (i) BODᵢ; LIME predicted value is 305.95 

with a range between 93.84 and 854.07. BODₑ with a value of 16.00 mg/L significantly 
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contributes to the predicted BODᵢ. BOD Removed % (94.48), Pᵢ (6.60 mg/L), and TSSᵢ 

(240.00 mg/L) all play a role in reducing the predicted BODᵢ value. (ii) BODₑ; LIME 

predicted 15.29 with a range between 4.20 and 57.02. TSSₑ with a value of 16.00 mg/L 

is the most significant feature positively influencing the BODₑ prediction. (NH₃)ₑ, BODᵢ, 

and Aer Basin Temp negatively affect the prediction. 

 

Figure 3 SHAP explanation for RF-GBM model. (i) BODᵢ (ii) BODₑ. 

Multiple variables were shared by both LIME and SHAP. Full variable list for LIME and SHAP in 

order of influence shown in Figure S1 of additional materials. Since LIME provided positive and 

negative impacts of variables explicitly, signs (positive or negative) were provided next to the 

variable’s name. The SHAP summary plot was indecisive regarding positive or negative influence in 

many cases. Therefore, no signs were provided next to the SHAP identified variables. For predicting 

BODᵢ, LIME and SHAP both identified BODₑ, BOD Removed (%), Pᵢ, and TSSᵢ as key variables in all 

models, although the specific order varied slightly. For BODₑ, LIME and SHAP analyses consistently 

identified TSSₑ and BODₑ Removed (%) as influential variables across all models, with some 

discrepancies in the order of influence. In the case of TSSᵢ, LIME and SHAP analyses identified similar 

key variables but with differences in the order of influence. For TSSₑ, both LIME and SHAP analyses 

indicated TSS Removed (%), BODₑ, and Pₑ as significant variables. For (NH₃)ᵢ, both LIME and SHAP 

identified Flowᵢ, Pᵢ, and GBT Polymer Used as influential variables. For (NH₃)ₑ, LIME consistently 

highlighted BODₑ and E. Coli as significant variables, with varying impact directions across the 

models. SHAP’s results were less consistent, with BODₑ and E. Coli appearing in differing orders of 
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importance. In the prediction of Pᵢ, both LIME and SHAP analyses identified BODᵢ, (NH₃)ᵢ, and TSS 

Removed (%) as the key variables, though the order and direction of influence differed. For Pₑ, LIME 

and SHAP both identified TSSₑ, BODₑ, Tempₑ and Aer Basin Temp as important features, with varying 

order or influence. 

4. Discussion 

The study investigated the performance of multiple ML models, i.e., ANN, GBM, RF, XGBoost, 

and RF-GBM, in predicting several influential influent and effluent water quality variables in a WWTP. 

ANN, GBM, and XGBoost demonstrated significant potential for variable prediction as they 

produced low error rates and strong correlation coefficients (R2). Table 4 shows the models with the 

highest R² for each target variable, including cases where multiple models achieved the same 

performance. 

Table 4 Model(s) with the highest R² for each target variable. 

Target variable Highest (R2) Model(s) 

BODᵢ 0.98 XGBoost, GBM, RF-GBM 

BODₑ 0.96 ANN, RF-GBM 

(NH₃)ᵢ 0.87 XGBoost, RF-GBM 

(NH₃)ₑ 0.60 GBM 

Pᵢ 0.87 GBM, RF, RF-GBM 

Pₑ 0.65 GBM, RF-GBM 

TSSᵢ 0.97 XGBoost 

TSSₑ 0.97 GBM, RF-GBM 

Based on our findings, the complex interactions among various WWTP variables can be captured 

by GBM. For example, GBM performed particularly well in predicting variables such as BOD and NH₃. 

This agrees with other study that GBM performed better than ANN in WWTP variable prediction 

[22]. Although RF performed very well on training data, overfitting caused poor performance on the 

test set (unseen data). As an alternative to RF model, hybrid RF-GBM model was able to increase 

the models’ accuracy particularly for predicting BOD and P levels, by utilizing the advantages of both 

models. Overall, hybrid RF-GBM model provided a flexible approach that can be tailored to specific 

prediction challenges within WWTPs. ANN provided a competitive alternative, while GBM, XGBoost, 

and RF-GBM stood out as superior performers. The performance of XGBoost is consistent with other 

researchers' findings [38, 62]. XGBoost utilizes gradient-boosting methods to sequentially create an 

ensemble of weak prediction models and fix errors, leading to greater overall performance [63]. 

The LIME and SHAP analyses produced strong agreement with the FS results. Table 5 compares 

the shared feature(s) chosen by the FS methods with the features chosen by LIME and SHAP for the 

ML models. Traditionally FS methods are used in various studies to identify the most suitable input 

data from a dataset to increase model accuracy [22]. While FS methods does not consider ML 

models in selecting influential variables for target variables, XAI tools i.e. LIME and SHAP show 

influential variables significance on each models’ prediction. Our study revealed that FS and XAI 

have identified several common influential variables regardless of choice of model or FS methods in 

predicting target variables.
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Table 5 Comparison of the shared feature(s) chosen by the FS methods with the features chosen by LIME and SHAP. 

Target variable Common feature by FS methods LIME SHAP 

BODᵢ Pᵢ ANN, GBM, RF, RF-GBM, XGBoost ANN, GBM, RF, RF-GBM, XGBoost 

BODₑ BOD Removed (%)  ANN, GBM, RF, RF-GBM GBM, RF, RF-GBM, XGBoost 

 (NH₃)ₑ GBM, RF, RF-GBM, XGBoost ANN, GBM, RF, RF-GBM, XGBoost 

 Pₑ RF RF 

(NH₃)ᵢ Detention Time - RF-GBM, XGBoost 

 Flowᵢ ANN, GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

 Pᵢ GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

(NH₃)ₑ BODₑ ANN, GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

 Pₑ ANN, GBM, RF-GBM, XGBoost - 

Pᵢ BODᵢ ANN, GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

 TSSᵢ ANN, GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

 (NH₃)ᵢ ANN, GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

Pₑ BODₑ ANN, GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

 TSSₑ ANN, GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

TSSᵢ BODᵢ GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

 Pᵢ ANN, GBM, RF, RF-GBM, XGBoost GBM, RF, RF-GBM, XGBoost 

TSSₑ BOD Removed (%)  - XGBoost 

 TSS Removed (%) ANN, GBM, RF, RF-GBM, XGBoost ANN, GBM, RF, RF-GBM, XGBoost 
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It is also interesting to find that although ML models perform without knowledge of real-world 

impact of input variables on target variable, some of the common variables significantly impact 

certain models according to XAI. For instance, BODₑ, TSSᵢ, and Pᵢ were all shown to be significant to 

BODᵢ predictions by both LIME and SHAP. LIME explicitly reported positive and negative impacts 

while SHAP summary plot displayed varying importance without an apparent direction of influence. 

Based on our findings, LIME and SHAP can help in understanding the variables' importance in ML-

based prediction, thereby can support targeted interventions in WWTP operation. 

5. Conclusions 

This study compared several XAI tools in predicting key WWTP variables using various ML models. 

Based on the findings of this study, the following conclusions are reached:  

• ML models, ANN, GBM, XGBoost, and RF-GBM consistently outperform the others, exhibiting 

strong prediction abilities with reduced errors and higher R2 values. 

• The use of SHAP and LIME enhances the interpretability of ML models by providing the impact 

of input variables on the model outputs. 

• The reliability of XAI tools in identifying important WWTP factors is supported by the 

agreement of results between FS approaches and XAI tools. 

Future research should focus on incorporating diverse case studies from various WWTPs and 

operational conditions to enhance the adaptability and generalization of the models. The effects of 

various variable sets on model performance or dimension reduction strategies can also be further 

investigated. WWTP can optimize operations and reduce costs while mitigating environmental 

impacts by leveraging the interpretation provided by XAI and using robust ML models. 
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